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Abstract: The concept of ruledynamics on the two state cellular automata of neighborhood-three
(CA3Y) is used to consider the nature of computer systems and their communications. Both computer sys-
tem and ruledynamics on CA} are binary systems of information processing. In the present paper com-
puter communications are reduced to the interaction of two ruledynamical systems where partial bit ar-
rays are exchanged. In the interacting ruledynamical systems, only one bit swapping of memory state gives
rise to the difference on the temporal change of one-dimensional bit array from non-interacting ruledy-
namical systems., Every ruledynamical system has strong tendency to hold its proper characteristics. This
tendency apperas even in the case of bits almost swapping memory states. If one uses this kind of com-
puter processor, every computer system connected to an internetwork of computers continue to maintain
its intrinsic capabilities.

1. Introduction

We have been studying ruledynamics on two state cellular automata of neighborhood-
three(CA3%) from several viewpoints!-6l. Since the ruledynamics on CA} are organized in bina-
ry systems, it is obvious that the ruledynamics maintain their relation to computer systems.
We considered how a ruledynamical system carries out the ordinal computaion performed
by usual computer systems!¥. In the present paper, we shift the viewpoint from how a ruledy-
namical system performs standard computer capabilities to what class of ruledynamics a
computer system can perform. To see the temporal change of whole binary elements in a
computer, we know a von Neumann type computer”! realizes a kind of ruledynamics. A tem-
poral change of whole binary elements is equal to a pattern dynamics (temporal change of
cell states) in a cellular automata system. The pattern dynamics lies on the stage of cellular
automata. Following the works by WolframBl, a temporal pattern of binary elements is
generated by a rule which uniformly applies over time development. Here the rule means the
determination procedure for the state of a site at a time from the cell states of two nearest
neighbors and self site at a previous time. The number of whole rules in CAj is 25618,
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Aizawa proposed the concept of ruledynamics and we realized a system of ruledynam-
ics on CA3Ul, We have developed the concept of ruledynamics and through this have been
recognizing its broader nature. On the basis of our continuing consideration for ruledynam-
ics, we discuss computer systems and computer communications, here. The ruledynamical
nature of a computer is determined by its processor. The control part in the Central Process-
ing Unit (CPU)™ gives rise to the change of binary state of register elements. The control
part is essentially a ruledynamical system within the computer. The memory part of the
CPU has few ruledynamical properties because it acts passively. Details are discussed in the
next section.

In section 3, we discuss computer communications from the ruledynamical point of
view. In a general sense, computer communication means data transportation from one com-
puter to others. We simplify the definition of computer communication to the interchange
of the partial binary data stored in each computer. Since the state changes occur on the con-
trol part of the CPU mentioned above, computer communication implies the interaction be-
tween the registers in computer systems. If the interaction between registers brings about a
change of every register state, the interaction causes a kind of calculation. This is the same
kind of computation as in a multi-processor system or a convection machine. Large scale
computer communications appear in the internetworks of computers. The server role com-
puter on each site of a internetwork acquires data from other server machines in the internet-
work by giving signals of a data sequence into the communication lines in the expected man-
ner (TC/IP protocol et. al.)!%, In this sense, the relationship between computers is similar
to that between control and memory parts of a CPU. On the other hand, the computers are
changing their states by interaction with network lines. On the focus position of interaction
between computers and internetwork lines, computers is temporally being changed their
states by the partial interchange of binary data between them.

This situation is similar to the interaction of registers. The computer communication
can be reduced to the interacting ruledynamical systems, where a part of binary data of both
ruledynamical systems is exchanged in each step of the computer processes. A class of rules
determines non-independent processes of registers. Some kind of rule group gives indepen-
dent processes. These depend on the construction of an interacting ruledynamical system.
How the ability of the interacting ruledynamical system depends on the architecture of the
system is a problem for consideration in the future. There is no easy solution for this ques-
tion.

2. Computer System and Ruledynamics on CAj
Even if the computer system has developed and differs from the original type of electric
computer proposed by von Neumann (von Neumann type computer)'!l, the computer sys-

tems still falls within the category of automata systems. They use any physical element as a
two-state one, namely, a binary element. The conceptual scheme of von Neumann type com-
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puter is presented in Fig. 1 modified from Ref.12. The computation is brought about by the
interaction between the main memory and control units, because any arithmetic calculation
can be performed by using a computer program if the arithmetic logic unit is removed. Input
and output equipments are set for humans to use the computer system. When one dicusses
any process occuring in a computer, it is sufficient to treat the sub-system consisting of main
memory and control units as a single computer system. This sub-system is equivalent to a
Turing machinel!3! illustrated in Fig. 2. In a Turing machine, the tape stores programs and
data, and the machine initiates a process by reading from and writing to the tape, together
with undertaking a change of binary array on the registers.

Our perspective is around the Turing machine, but we will unite the main memory and
control parts into a finite number of binary elements, where each binary element takes two
states {0, 1}. Before getting the ruledynamical property of these united systems, we see that
a model scheme of computer systems gives the nature of ruledynamical systems. Figure 3
shows the temporal change of states for binary elements of a memory and a register, i.c., the
pattern dynamics of binary cells which are assigned to a memory part and a register in the
control unit of the CPU. The wide belt of white and black squares in the left side of Fig. 3
denotes the pattern dynamics of the memory part, and two narrow belts of white and black
squares in the right side of Fig. 3 signify the states of the register at the time immediately af-
ter reading the binary digits from the tape (left narrow belt) and those at the time after
change of the register state obeying inner rules of the register (right narrow belt). As seen
from Fig. 3, the memory part is identical to the type 1I behavior of CA3 which is mentioned
by Wolframi®l. A part of the sites in memory cells, which are treated at the same time by the
register, also change the states depending on their binary digits array. Other parts in the me-
mory cells hold their binary digits array. This can be realized by using the identical transfor-
mation of states. Since Wolfram rules!® have the identical transformationl, the ruledynam-
ics can carry out to change the state of whole elements at every time step to imitate the tem-
poral change of binary elements in the computer system. Hence, we conclude that the state
change of the process in a computer means the partial rule change occured on CAiL

In the ruledynamical point of view, a part of sites on CA3 performs the state change us-
ing the properly defined rule at a time, and remaining part of sites on CAj uses the rule for
identical transformation. We therefore classify the computer system into a sub-group of
site-dependent rule-change ruledynamics on CA3©l.

We usually investigate ruledynamics on CA} using intermittent like temporal rule
changes!!-8. Then the intermittent like temporal rule changes is introduced to the state
change at the memory in a register (register memory). The computer simulation for the CA}
model computer is shown in Fig. 4. The register memory size in the simulation is 5. This com-
puter simulation cannot realize the intermittent nature of ruledynamics. The reason is the
smallness of the register memory size. Since the ruledynamics of intermittent like temporal
rule changes is carried out only on the register memory, we investigated the dependence on
the length size of register memory. The results are shown in Fig. 5. As seen from Fig. 5, the
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Fig. 3 Temporal Pattern of Memory and Register States in A Simplified Computer Model
a: Main memory state changes, b: Register state changes at the times immediately after reading data,
¢: Register state changes at the time after state transitions by inner intrinsic rules. The register length
size is 5 memory elements and the main memory size is 180 memory elements.
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Fig. 4 Temporal Pattern of Memory and Register States for Intermittent like Ruledynamics
The a, b, ¢ are the same as stated in Fig. 3. The register and memory length sizes are also the same as stated
in Fig. 3. Rule change parameters are the same ones as stated in Fig. 6.
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Fig. 5 Register Length Dependence of Ruledynamical State Change
The register length size are 1:5,2:8,3:16, 4:32, 5:64. Rule change parameters are the same ones

as stated in Fig. 6.
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Fig. 6 An Example of Intermittent like Ruledynamics
a: Temporal pattern of cell states, b: Rule changes over time, c: Time course of average activity.
The parameter values are 7,= 1, 7:=0.65, ,= —1, T,=0, n;=—1, =1, n,=1, 7,=0.45, n;= — 1,
and T,=0.
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lengthening of memory size recovers the intermittent like nature of a ruledynamics as shown
in Fig. 6. Note that the intermittent like rule used here is expressed as following equations?:3],
namely,

Si(t+ 1) =201 S>:— Ti)gi(Si-1(t), Si(t), Si+1(1)), mod 2, 2.1

where (S, [0, 1] means the average activity of ruledynamical system, T,e [0, 1] is a
threshold value for k-th fundamental rule switching, and 7,= %1 is the coefficient for the
switch on for lower value of the threshold or that for upper value of the threshold according
to +1 or —1, respectively. The number of fudamental rules are fivel!-6J,

We have seen that the computer is a ruledynamical system. Then the modeled system
can be described with reccurence type difference equations. We introduce the state vector
S(#), which denotes the binary digit array of the memory part at time ¢, and the register state
vector S,(f) at time ¢. Futhermore we divide the state vector of memory part S(¢) into the sum-
mation of register size of memory vector S7(¢) (i=1,2, --,n), namely,

S(H=ST(t)®ST(OD - ®ST(1) - DST(1). (2.2)

Using the decomposition of memory part, the model of a computer system is written as
follows:

S.(¢)=G,(S(1))(means S,(1)=87(t), k="¥(S,(1))),
S (t+1)=2e, (SAOF(S:(1)), 2.3)
S(t+1)=G.(S(1), S.(t+ 1))(means S7(t+1)=8,(t+1), j= (S, (£ + 1)),

where F, denotes the state transition of register with x-th rule, ¢, means that x-th rule is
switched on or off depending on the register state vector, and G, and G,, signify read and
write, respectively. P(S,(9)) and &(S(¢+ 1)) are the functions to determine a reading region
of the main memory and a writing region of that, respectively. This description gives a
closed form of expression for memory state vector S(¢), i.e.,

S(t+1)=G.(8(1), Ze,(GAS(MF(G(S(1))))- 24

This expression implies that multi-mapping yields the ability of general Turing
machine. Usually, functions are not analyticall!4l, If we can give analytical forms of these
functions, any problem can be solved analytically. The ruledynamical nature is included in
the expression Z¢,(S,(1))F,(S,(t)). Then we can explicitly assert that the computer system is
a ruledynamical system.

3. Computer Communication and Interaction Between
Ruledynamical Systems

As stated in the introduction, we reduce the computer communication to the partial in-
terchange of binary states in the interacting register memories. In the actual computer net-
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Fig. 7 Stroboscopic Sampling Temporal Pattern of 32 Register Length for Intermittent like Rule Changes
a: Main memory, b: Register states at the times after transitions obeying intermitent like ruledynamics.
The rule change parameters are n7,=—1, 7,=0.65, m;,=—1, T,=1, ;3= —1, T,=0, n,=1, T,=0.45,
ns=—1, and Ts=0. The register length is 32 and the size of memory is 180.

work, the sending and receiving data are temporarily stored on some kind of bus memory
for communications, and then they go to the main memory or other memory followed by
their characteristics®®). Concerning with ruledynamical viewpoint, the temporal change of
the rule occurs at the register memory in the control unit. The data flow of the round trip be-
tween main memory and register memory yields the ruledynamics in the main memory. The
stroboscopic sampling of main memory states over time coincides with the temporal change
of pattern in a ruledynamics. An example is shown in Fig. 7. Hence, the reduction of com-
puter communications to the interaction of ruledynamical systems is reasonable.

Here, we treat an interacting ruledynamical system of two register memories. The inter-
action in the system is the partly swapping of register memory states. We discuss the two
register communications to show what kind of variation in pattern dynamics appears by
changing the size of swapping memory area. The examples are shown in Figs 8 and 9. We use
two different ruledynamical systems. In both systems, the rule change is caused by the
change of the mean state value averaged over the memory element states in the register. Each
memory element takes a state value 0 or 1 at a time. The procedure of rule changes is fol-
lowed in previous of our works!!-6l, Every ruledynamical system performs the change of
states according to its intrinsic properties of ruledynamics. The pattern dynamics for the
state of memory elements is therefore different to each other. By the memory swapping inter-
action, the pattern dynamics become different from those in non-interacting case. Kim and
Aizawal!sl showed that the ruledynamics, in which the rule is changed by the average of state
values, have the synchronization feature for the average activity of the system. This implies
that the actual pattern dynamics is different for different initial binary digit arrays. The
average synchronization is meant in a statistical sense.

As seen from Fig. 8, one bit data swapping gives rise to the different pattern dynamics
from the pattern dynamics in non-swapping case. For Figs 8 and 9, we used the same initial

— 69 —



Memoirs of the Kokushikan Univ. Center for Information Science. No. 21 (2000)

ww.u-un

o
x B
25 3 E o

T4
[

Ak (S

KR

et

s 50 BB

b3

ot

"rrutis
Paga g™

EER

rdvi iy

T

e

cmmu

123

-1
3

b 3
5

I Registers
isters are obeyed different rule change procedures. Two reg

ical

mi

Fig. 8 Temporal Pattern of Interacting Ruiedyna

interact with the

isters
ide follows the

1 reg

ica

Two ruledynam

inetermit-
m=- 1,

100. The left s
the ruledynam:

4
ing

Each register seize is

ement states.
6. Ther

ister el
in
=]

ange of reg

interch
ike ruledynam

ial

part

th parameter values,

i

ics w
and 7s=

ht side is

18

ig.

F

ics shown i
0 ,
ide of bit arrays from the left end

tent 1

is the

15t

ing area

The swappi

2

0
ing

-1,

s Hs=

=1,7,=0
no

=0.6,n

T;

s M3

8

’ ?722‘“1, =

7

0
left s

T,=

: 1 bit swappi

B

swapp

A



Ruledynamical Nature of Computer Processes and Communications

S e

Gy

¥4 0 13

insnaiiee - "
5.
A
-
%
%
£ i
> X
s AR o : 2
] 9
oe) o g
% o r—
x E
it ieacon 5 =
K R
. 3 =z
: e i [ i e e S
22
e 4
2 Sl
et < iz
-
-
Lo ee
f ;
- SR i
; g el 7
: % AR
H o H Akt
ioe. s "y
s =
. 3 SR g g
" B i x % o e =2
e . ¥
~ HY
= SRR 3
E e = 4 e ; ke
= LR X v » i 3!
o el %a‘ %
g , S i s * : &

Fig. 8 (continued) C : 2 bits swapping D : 3 bits swapping

71




ik

ing

its swapp

10b

F

53

azziassiz

't
v

3

Memoirs of the Kokushikan Univ. Center for Information Science. No. 21 (2000)

ing

*72 —

Fig. 8 (continued) E : 5 bits swapp



Ruledynamical Nature of Computer Processes and Communications

B

Fig. 9 Temporal Pattern for the Case of Register Bits Almost Swapping
Parameter values of ruledynamics are the same as shown in Fig. 8.
A : whole swapping B : no swapping 1 bit
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array of binary digits. Any size of swapping binary data also brings about the different type
of pattern dynamics to each other. We however see the similarity of temporal pattern in frac-
tional area of pattern dynamics. The similarity of pattern dynamics is equivalent to the
average activity synchronization demonstrated by Kim and Aizawal!). Swapping areas of
register memories perform the different pattern changes from the non-swapping area. This is
easily observed when the size of swapping areas is lengthened. Based on these results we con-
clude that ruledynamical system has a kind of robustness or rigidity for the swapping interac-
tions by the partial interchange of memory states. To see what happens by the swapping in-
teraction of memory state, we investigate the pattern dynamics for the whole memory state
swapping case and the cases where a few size of non-swapping memory regions remain in
each interacting register. The simulation results are shown in Fig. 9. Fig. 9(A) is the case of
whole memory state swapping. In this case, pattern dynamics shows synchronous behavior
of registers. Two registers do not coincide completely, but pattern dynamics of these
registers show the obscure synchronization. The cases of a few non-swapping memory state
(Fig. 9 (B-D)) also shows us the rigidity of ruledynamics. Since ruledynamics have a kind of
rigidity, the swapping part shows the obscure synchronization of pattern dynamics. This
fact implies any computer system can follow other computer processes and also maintaining
its identity through the proper rule change given in a ruledynamical system.

Now we formulate the system of interacting registers mathematically. Using the state
vector of registers (S;(¢), Sx(¢)), the ruledynamical system with swapping interaction of cell
states can be expressed simply, namely,

Si(t+1)=Z2g, (S1(1) = dn(S1(£)) + b S2(ONF(S2(2) = $m(S1 (1)) + dm(S2(1)))
Sa(t+1)=2e;(S2(8) = dm(S2(1)) + Sm( S (1NF(S2(2) = dm(S2 (1) + bm(S1(1))) (3.1)

where ¢, and F), are the same notations as in eq. (2.2}, and ¢,,(S(¢)) means the data extracted
from swapping interaction area in the register. Notice that the every value of ¢,,(S(¢)) out-
side of swapping interaction area is zero.

The intrinsic properties of a ruledynamical system is caused by the term ¢€,(S(?)) (i=1,
2). If this term is given through the interaction of two registers, then the expression becomes
follows:

Si(1+ 1)=2e(S1(2), S2(0))F(S1(2))
Sa(t+1)=Z;(S1(8), S2()F,(S2(2)). (3.2)

This denotes another type of the communication between computers. As seen from these
two type of equations (3.1) and (3.2), it is obvious that several kinds of computer communi-
cations are possible. We imagine that the identity of a ruledynamical system is brought
about from the term of &(---) (i=1, 2) in Eq. (3.1), namely, the ruledynamical independency
appears in the case where the coefficient of each rule is determined only by the intrinsic quan-
tities of a system.

To consider the results of the case for two communicating registers shown in Figs. 8 and
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9, it is appropriate to write the equations to describe the temporal development of each ele-
ment. The equation for every element is given by the following expressions,

1. Non-swapping areas
1.1 Non-boundary regions

SIt+D)=20n (S ThHge(Si-1(1), SI(2), Str1(1)), mod 2,
SHt+1)=20nu(K SI>i— THgr(SE-1(1), S¥(¢), St+1(1)), mod 2, (33)

1.2 on Boundaries

Shei(t+ D)=20m(K S~ THgu(S7(1), Sm+1(t), Sm+2(2)), mod 2,
SL(t+1)=Z0mh (K SIHF = ThHgi(Sr=1(t), Sx(t), S1(¢)), mod 2,

821 (t+ 1D)=20mi< S = TRgu(Sn (1), Sh+1(2), Sh+2(1)), mod 2,

S+ 1) =20 Si— THgu(S2-1(2), SX 1), Si(¢)), mod 2, (3.4)

2. Swapping areas

2.1 Non-boundary regions

Sj(t+1)=20(K S} = Thg(Si-1(1), S}H1), S}+1(1)), mod 2,
SHt+1)=2001i (K S}> = THg(Sj-1(1), Sj(t), Sj+1(1)), mod 2, (3.5)

2.2 on Boundaries

Si(t+ D=20n K SIHF— THge(Si(1), Si(t), S3(1)), mod 2,
SL(t+ 1)=Z0n (S THgu(SZ-1(1), SZ(1), SL+1(2)), mod 2,
SHt+1)=20ni(K SO—THg(Si(2), Si(1), Si(¢)), mod 2,

S2(t+ 1) = SO0 S = TDge(Sho1(1), Sh(1), Sk i(£)), mod 2, (.6)
where
<s,1>,*=% SSHN+ S S}(t)}, (8B =% {is}(m OO
i=1 i=m+1 i=1 i=m+1

while T% and #{ (I=1,2) are the same meaning in Eq. (3.1), and m signifies the length of swap-
ping area. As seen from Eqgs. (3.3)-(3.6), the temporal development of pattern in each non-
swapping area is the same as the proper one generated by the given ruledynamics , and that
in every swapping area follows the respective ruledynamics by changing bit arrays, except
for on the boundary sites faced on the marginal point between non-swapping and swapping
areas. The mixing use of the different binary states from both ruledynamical systems ap-
pears on only the boundary sites. This means that only one bit swapping of register element
states is essential in the memory swapping interactions. A set of equations (3.3)(3.6) reveals
how the simulation results shown in Figs.8 and 9 are brought about.
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